
Risks and Opportunities from Artificial Intelligence

Artificial intelligence (AI) will plausibly be one of the defining technologies of the 21st century. Indeed,
some predict that AI will have transformative implications within decades, having at least as profound an
impact on human civilisation as the Industrial Revolution (Roser, 2023).

Like many technologies, and indeed like the Industrial Revolution itself, AI is likely to be a source of both
opportunities and risks. And if AI does end up being transformative then these opportunities and risks are
likely to be particularly dramatic in scale. This suggests that navigating AI well could be one of the most
important tasks facing humanity in the coming decades. For this reason, GPI is interested in research that
helps us to understand and navigate the largest scale risks and opportunities presented by AI.

A paradigm example of the sort of risk that our research explores is that of AI bringing about human
extinction. However, our research also explores other catastrophic risks from AI, including the risk of AI
disempowering humanity, leading to vast numbers of deaths, or bringing about a dystopian world. From the
other direction, a paradigm example of the sort of opportunity that our research explores is the possibility of
AI bringing about a utopian world, but we're also interested in a broader range of transformative
opportunities presented by AI.

One motivation for this work is the thought that AI might have significant impacts on the long-term future
of humanity, either by bringing about human extinction or by influencing the long term trajectory of
human civilisation. See the longtermism section of our core research agenda for a more general discussion of
the moral relevance of these long-term considerations.

However, we don't think that one needs to be a longtermist, or needs to be focused primarily on long-term
impact, in order to be concerned by the largest scale risks and opportunities presented by AI. For example,
such a focus might be justified by standard cost-benefit reasoning (Shulman & Thornley, forthcoming).
More generally, the possibility of transformative risks and opportunities from AI is worth consideration
frommany moral viewpoints. Ultimately, we see this work as complementary to our work on longtermism
but not reliant on it.

Artificial intelligence is a new focus area for us and this agenda will likely grow and change as we learn more.
With that caveat in mind, here are three research areas that we're particularly interested in.

Topic 1. Catastrophic Risk from AI
AI could bring about a variety of catastrophes, including:

● Human Extinction. AI might bring about the extinction of humanity.
● Human Disempowerment.AI might disempower humanity in a way that makes the future

substantially worse than it would have been if humanity had remained in control.
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● AI-Enabled Dictatorship.AI might be used by humans to create particularly repressive and
long-lived dictatorships.

GPI is interested in work that explores the risk of AI bringing about catastrophes like these. In particular, we
are interested in the following strands of work.

● ThreatModelling.Threat models are rigorous explorations of a potential risk that might be posed
by AI. Such models aim to clarify the magnitude of risks posed by AI. They also aim to clarify the
details of what such a risk might look like. Note that here—as elsewhere—we're not assuming any
conclusion: we're just as interested in work that carefully makes the case against these risks as we are
about work that makes the case for them. Previous examples of threat modelling include Bostrom,
2014; Cotra, 2022; Grace, 2022a; Goldstein & Kirk-Giannini, 2023; Hendrycks et al., 2023; Ngo et
al., 2023; Carlsmith, Forthcoming.

● Modelling Advanced AI.GPI is interested in models aiming to provide insight into the likely
behaviour of future AI systems. For example, we might try to develop decision theoretic models to
study the behaviour of individual systems (Bales, 2023; Gallow, 2023; Thornley, 2023b) or game
theoretic models to explore the interaction between multiple models (Conitzer & Oesterheld,
2023). Alternatively, we might investigate the extent to which the predictive processing model of
the mind can provide insight when applied to AI (Ratoff, 2021). We’re also interested in the speed
at which AI systems are likely to improve (Chalmers, 2010; Cotra, 2020, 2022a; Thorstad, 2022;
Barnett & Besiroglu, 2023; Davidson, 2023) and whether the current deep learning paradigm is
likely to yield very capable systems.

● Characterising Alignment.Many agree on the importance of AI alignment, understood broadly as
ensuring that AI systems act in accordance with human values and interests. But what specifically
should advanced AI systems be aligned with? Human preferences? If so, how do we handle cases
where preferences differ? (Zhang & Conitzer, 2019) Some particular moral theory? If so, which
one? (Barrington, 2023; D’Alessandro, 2023) How, if at all, should we account for moral
uncertainty? (Korinek & Balwit, 2022)

● Identifying Deceptive Alignment: Plausibly, future general-purpose AI systems will exhibit an
understanding of the world and their place in it. They will appear to understand (for example) that
they are general-purpose AI systems being trained by humans to achieve certain goals. After all, this
kind of understanding is plausibly necessary for AI systems to achieve goals effectively. But this
understanding might also make possible particularly effective forms of deceptive alignment: AI
systems merely pretending to have the goals that we want them to have early on, because doing so
makes it more likely that these systems will be able to achieve their actual goals at some later time
(Hubinger et al., 2019; Cotra, 2022b). Deceptive alignment is a key part of many threat models, but
how likely is it? How if at all could we identify when systems are deceptively aligned? And how can
we mitigate the risk of deceptive alignment?

● Assessing and DevelopingMitigation Strategies. Authors have proposed many strategies for
mitigating risks from advanced AI systems. These include both strategies for preventing accidents
and strategies for preventing misuse. We are interested in assessing these strategies: where might they
fall down and how could they be improved? Strategies we might evaluate include governance
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proposals like slowing down AI development (Grace, 2022b; Hogarth, 2023), restricting access to
hardware (Balwit, 2023), red-teaming AI systems to identify their flaws (Anthropic, 2023; Mislove,
2023), and requiring tests of AI systems’ capabilities and alignment (Kinniment et al., 2023). We’re
also interested in assessing technical proposals including: improving our understanding of models’
internals (Olah et al., 2020; Bergal & Beckstead, 2021; Nanda, 2022), developing AI systems that
learn human values by observing human behaviour (Hadfield-Menell et al., 2016; Russell, 2019),
creating systems that aim to be ‘low-impact’ (Armstrong & Levinstein, 2017), eliciting latent
knowledge from AI systems (Christiano et al., 2021), training AI systems to be truthful (Evans et
al., 2021), using less-advanced AI systems to help us reliably oversee the training of more-advanced
AI systems (Christiano et al., 2018; Irving et al., 2018; Leike et al., 2018), using AI feedback to train
AI systems (Bai et al., 2022), and designing agents that won’t resist being shut down (Thornley,
2023a). In addition, we’re interested in developing novel mitigation strategies.

● Political Philosophy and AI Risk. Some of the risks posed by AI are political in nature, including the
risks posed by AI-enabled dictatorships. Other risks will inevitably involve a political dimension, for
example with regulation and international agreements playing an important role in enabling or
mitigating risks. For this reason, it's likely that political philosophy will be able to provide insight.
Questions we’re interested in include: Should AI development be left in the hands of private
companies? How if at all should our political and economic institutions change if we one day share
the world with digital moral patients or agents? Will AI exacerbate and entrench inequalities of
wealth and power? Will AI cause mass unemployment? Will AI increase the risk of war between
great powers? In each of these cases, how severe is the threat, what can be done to mitigate it, and
what are the relevant trade-offs?

● Cross Cause Comparisons.Accurate threat models—which characterise the catastrophic risk posed
by AI—don't by themselves settle whether mitigating risks from AI should be a priority. To answer
this question, we also need to reflect on howmoral prioritisation should proceed and on how AI
risk mitigation compares to other moral causes. GPI is interested in work that engages in reflection
on this question of prioritisation. For example, this might involve reflecting on how the catastrophe
risk posed by AI (and the tractability of reducing it) compares with other sources of catastrophic
risk (Ord, 2020). Or it might involve thinking about the circumstances under which reducing the
risk of catastrophe from AI should be a priority (Shulman & Thornley, forthcoming). Or it might
involve reflection on which of the risks posed by AI should be a priority. We might ask (for example)
whether accident-risk or misuse-risk is more urgent, whether our focus should be on reducing the
risk of extinction or on improving our prospects conditional on survival, and to what extent we
should prioritise reducing risks to digital moral patients.

Topic 2. AI and the Trajectory of Civilisation
Even setting aside the possibility of catastrophe, AI might have a dramatic impact on the world and on the
future of human civilisation. For example:

● Rapid Societal and Technological Change.AI might markedly increase the rate of economic growth
(Aghion et al., 2019; Trammell & Korinek, 2020; Nordhaus, 2021), technological development,
and societal change. In terms of opportunities, rapid economic growth might lift many out of
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poverty and technological development might lead to novel pharmaceuticals and clean energy
technologies. In terms of risks, rapid change might involve the invention of new weapons of mass
destruction, potent forms of propaganda, and lie-detection and surveillance technologies. Further,
rapid change might also have impacts that are harder to assess as positive or negative, perhaps giving
rise to a world government or influencing whether humanity settles other solar systems. These
things might in turn have large-scale impacts on the future trajectory of human civilisation.

● Utopia and Positive Lock-In.As a flipside of the catastrophes discussed in topic 1, AI might be able
to bring about a world that is utopian by current standards, allowing for a civilisation filled with
flourishing. Less dramatically, AI might lead to substantial improvements in people's wellbeing and
flourishing. These improvements might be particularly important if we expect AI to induce lock-in,
in which certain features of society persist for an extremely long time. Given lock-in, benefits that
have a relatively small immediate impact might have a far larger impact once their persistence is
accounted for.

● Harms and Negative Lock-In. Even if AI doesn't bring about any sort of acute catastrophe, it might
have harmful impacts (Acemoğlu, 2022). For example, it might lead to a world of high inequality,
low privacy, and low freedom. As with the positive impacts, these detrimental impacts might be
particularly important given lock-in, which would lead these harms to persist for long periods.

GPI is interested in work that explores the impacts, both positive and negative, that AI could have on the
long-term trajectory of civilisation. Among other things, we are interested in the following strands of work:

● Lock-In.GPI is interested in work that clarifies the nature of lock-in and the relationship between
lock-in and the achievement of a desirable future. We're also interested in work that explores
whether AI is likely to bring about various types of lock-in (Karnofsky, 2021; Finnveden et al.,
2022). One important-seeming type is value lock-in (MacAskill, 2022, Chapter 4): the values
instantiated by advanced AI could persist for a very long time. That suggests that it is especially
important to get these values right. Unfortunately, there are also many ways in which we might get
these values wrong. We might endow powerful AI with the wrong theory of normative ethics, or
the wrong theory of welfare, or the wrong axiology, or the wrong population ethics, or the wrong
decision theory, or the wrong theory of infinite ethics. Each of these mistakes could make the future
significantly worse than it otherwise would be. With what values - if any - should we endow AI?
Can we delegate this question to AI itself or otherwise wait to decide?

● Navigating Rapid Societal and Technological Change. As noted above, AI might lead to rapid
societal and technological change. What can we do ahead of time to mitigate the risks and realise the
opportunities? One idea is ensuring that powerful actors agree ahead of time to coordinate in
certain ways. For example, actors might agree to share the benefits of AI and to refrain from taking
actions that might be irreversible, like settling space and developing dangerous technologies. What
sort of agreements would be best? Could humanity bring about and enforce agreements of this
kind?

● Shaping the Future. If we develop safe AI, it will be important to ask how we might use it to create a
flourishing future. This question will be particularly important if AI is highly capable and if lock-in
is plausible. For example, this work might explore the role that democratic processes should play in
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making crucial decisions about how to make use of AI. Or it might explore whether there's a role to
be played by "the long reflection", an extended period during which humanity invests substantial
resources into reflecting on the desirable shape for humanity's future (Ord, 2020, ch. 7; MacAskill,
2022, pp. 98–99). Or it might explore how AI could itself play a role in deciding how to make use
of AI in shaping humanity's future or in answering any of the other questions in this list.

● Pace of AI Development. In the light of various potential benefits and costs of AI, we need to make a
decision about how to proceed with AI development. Some of those concerned by risks favour
pausing progress in AI until we have a better understanding of the risks and how to mitigate them.
Others are sceptical that pauses truly help to address risk, and so instead favour continuing AI
progress but with an appropriate focus on making AI systems safe. Meanwhile, some
accelerationists believe that we should aim to make rapid progress in AI, in order to accrue the
benefits as soon as possible. Which of these views is right, if any? How are we to balance risks and
opportunities in deciding how to proceed with developing AI?

Topic 3. Digital Minds
So far, this agenda has largely focused on the implications that AI might have for humans and human
civilisation. However, it's possible that in the future AI might itself become a moral patient deserving of our
consideration. GPI is interested in work that helps us to determine the likelihood that future AI systems are
moral patients and interested in work that clarifies how we should treat AI systems in light of this likelihood
(Bowen & Basl, 2020; Liao, 2020; Schneider, 2020; Bostrom& Shulman, 2022). This might include the
following strands of work:

● Mind and Value.Various issues at the intersection of value theory and the philosophy of mind
might be relevant to determining whether AI counts as a moral patient and how we ought to treat
AI systems if so. This might include work exploring the nature of consciousness and sentience,
work exploring which mental properties are relevant to moral status, and work exploring the nature
of wellbeing. See our Mind and Value research agenda for research directions we're interested in
here.

● Downstream Ethical Questions.Regardless of whether the relevant questions in the philosophy of
mind are settled, there will remain downstream ethical questions. For example, we will likely need to
know what treatment is appropriate if a being's moral status is uncertain (Schwitzgebel & Garza,
2020). We’re also interested in better understanding the ethical ramifications of the risk-mitigation
strategies mentioned in Topic 1. Could these strategies harm or else infringe on the rights of AI
moral patients? How should we respond if so?

● The Political Philosophy of DigitalMinds.Digital minds might raise unique challenges for political
philosophy. For example, digital minds might be able to duplicate themselves with relative ease,
which might raise challenges for integrating them into democratic systems. How if at all should our
political systems change in that case?
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